Abstract—A highly nonlinear system controlled by a linear model predictive controller (MPC) may not exhibit a satisfactory dynamic performance. This has led to the development of a number of nonlinear MPC (NMPC) approaches that permit the use of first principles-based nonlinear models. Such models can be accurate over a wide range of operating conditions, but may be difficult to develop for many industrial cases. Moreover, an NMPC usually requires tremendous computational effort that may prohibit its on-line applications. In this paper, a fuzzy model predictive control (FMPC) approach is introduced to design a control system for a highly nonlinear process. In this approach, a process system is described by a fuzzy convolution model that consists of a number of quasi-linear fuzzy implications (FIs). In controller design, prediction errors and control energy are minimized through a two-layered iterative optimization process. At the lower layer, optimal local control policies are identified to minimize prediction errors in each subsystem. A near optimum is then identified through coordinating the subsystems to reach an overall minimum prediction error at the upper layer. The two-layered computing scheme avoids extensive on-line nonlinear optimization and permits the design of a controller based on linear control theory. The efficacy of the FMPC approach is demonstrated through three examples.

Index Terms—Control system design, fuzzy logic, model predictive control.

I. INTRODUCTION

MODEL predictive control (MPC) has emerged as one of the most attractive control techniques in the chemical and petrochemical industries during the past decade. In MPC, a process dynamic model is used to predict future outputs over a prescribed period [12], [13]. Dynamic matrix control [2], model algorithmic control [11], and simplified model predictive control [1] are excellent examples that have been applied to various industrial processes [3], [4].

Continuous and batch processes in chemical and petrochemical plants are inherently nonlinear and many of them are highly nonlinear. For a highly nonlinear system, a linear MPC algorithm may not give rise to satisfactory dynamic performance. Recently, several researchers [9] have developed nonlinear model predictive control (NMPC) algorithms that accept various kinds of nonlinear models such as nonlinear ordinary differential/algebraic equations, partial differential/algebraic equations, integro-differential equations, and delay equation models. Such models can be accurate over a wide range of operating conditions. However, these models, usually based on the first principles, are very difficult to develop for many industrial cases. Moreover, an NMPC incorporating a nonlinear model may require tremendous computational effort for optimization; this may disqualify it for on-line applications. If a nonlinear process can be precisely described by a set of linear submodels in someway, then the design of a model predictive controller can be greatly simplified.

Reference [15] introduced a novel fuzzy logic-based modeling methodology, where a nonlinear system is divided into a number of linear or nearly linear subsystems. A quasi-linear empirical model is then developed by means of fuzzy logic for each subsystem. The model is a rule-based fuzzy implication (FI). The whole process behavior is characterized by a weighted sum of the outputs from all quasi-linear FIs. The methodology facilitates the development of a nonlinear model that is essentially a collection of a number of quasi-linear models regulated by fuzzy logic. It also provides an opportunity to simplify the design of model predictive controllers.

Reference [10] developed an MPC algorithm using a Takagi–Sugeno (T–S) type model. However, tremendous difficulties have been found in tuning controller parameters since the algorithm requires frequent model updating in control. More recently, [8] proposed an approach for designing a fuzzy model-based state–space feedback controller. A T–S type model is the basis of their fuzzy model. However, they essentially treated the fuzzy model as a set of conventional piecewise linear models. Thus, the uniqueness of a Takagi–Sugeno-type model exhibiting soft transition through any operating regions is lost, causing deterioration in the closed-loop dynamic performance of a system.

In this paper, a fuzzy model predictive control (FMPC) approach is introduced to design a control system for a highly nonlinear process system. The approach utilizes the Takagi–Sugeno modeling methodology to generate a fuzzy convolution model. With this model, a novel hierarchical control design approach is described. Three case studies are provided to demonstrate the attractiveness of the FMPC.

II. FUZZY CONVOLUTION MODEL

Consider a single-input single-output (SISO) highly nonlinear system $S$. The system is decomposed into $p$ subsystems such that each subsystem demonstrates a linear or nearly linear behavior. By Takagi–Sugeno’s modeling methodology [15], a fuzzy quasi-linear model, $R^2$, or FI, need be developed for each subsystem. In such a model, the cause–effect relationship between control $u$ and output $y$ at the sampling time $n$ is established in a discrete time representation. The subsystems
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are defined in the fuzzy regions, \( R^i, i = 1, 2, \ldots, p \). Each fuzzy region is characterized by the following Cartesian product:

\[
R^i = y(n) \times y(n-1) \times \cdots \times y(n-m+1) \times u(n) \times u(n-1) \times \cdots \times u(n-l+1)
\]

where

\[
y(n-j) \quad \text{measured output at time } n-j;
\]

\[
u(t-j) \quad \text{measured input } u \text{ at time } n-j.
\]

An FI is rule based on and consists of a set of symbolic antecedents in the IF part (premise) and a linear numerical expression in the THEN part (consequence). Each FI is generated based on a system response to an impulse signal [5], [6]. Thus, it can be called a fuzzy convolution submodel that has the following structure:

\[
\text{IF } y(n) \text{ is } A^i_j, y(n-1) \text{ is } A^i_{j+1}, \ldots, y(n-m+1) \text{ is } A^i_{j+m-1}, \text{ and } u(n) \text{ is } B^i_j, u(n-1) \text{ is } B^i_{j+1}, \ldots, u(n-l+1) \text{ is } B^i_{j+l-1}
\]

THEN \( y^i(n+1) = y(n) + \sum_{j=1}^{T} h^i_j \Delta u(n+1-j) \) \( (2) \)

where

\[A^i_j\] fuzzy set corresponding to output \( y(n-j) \) in the \( i \)th FI;

\[B^i_j\] fuzzy set corresponding to input \( u(n-j) \) in the \( i \)th FI;

\[h^i_j\] impulse response coefficient in the \( i \)th FI;

\[T^i\] model horizon;

\[\Delta u(n)\] difference between \( u(n) \) and \( u(n-1) \).

A complete fuzzy convolution model for the system consists of \( p \) FIs. The system output \( y(n+1) \) is inferred as a weighted average value of the outputs estimated by all FIs, i.e.,

\[
y(n+1) = \frac{\sum_{j=1}^{p} w^i_j y^i(n+1)}{\sum_{j=1}^{p} w^i_j} \]

where \( w^i_j \) is the truth value for the \( j \)th FI; it can be calculated based on the fuzzy sets in the IF part, i.e.,

\[
w^i_j = \bigwedge_{k \neq j} A^i_j \wedge B^i_k \]

(4)

(3) can be simplified as

\[
y(n+1) = \sum_{j=1}^{p} \omega^i_j y^i(n+1)
\]

where

\[
\omega^i_j = \frac{w^i_j}{\sum_{j=1}^{p} w^i_j}. \]

(6)

Apparently

\[
\sum_{j=1}^{p} \omega^i_j = 1. \]

Note that in each fuzzy convolution submodel (2), output \( y^i(n+1) \) is evaluated by utilizing \( y(n) \) rather than \( y^i(n) \) in order to minimize an estimation error.

### III. FUZZY MODEL PREDICTIVE CONTROL

The design goal of an FMPC is to minimize the predictive error between an output and a given reference trajectory in the next \( N_u \) steps through the selection of \( N_u \)-step optimal control policies.

#### A. Problem Formulation

The optimization problem can be formulated as

\[
\min_{\Delta u(n), \Delta u(n+1), \ldots, \Delta u(n+N_u)} J(n)
\]

and

\[
J(n) = \sum_{i=1}^{N_u} \mu_i (\hat{y}^i(n+i) - y^i(n+i))^2 + \sum_{i=1}^{N_u} \lambda_i \Delta u(n+i)^2
\]

where

\[\mu_i, \lambda_i\] respectively, the weighting factors for the prediction error and control energy;

\[\hat{y}^i(n+i)\] \( i \)th step output prediction;

\[y^i(n+i)\] \( i \)th step reference trajectory;

\[\Delta u(n+i)\] \( i \)th step control action.

The objective function is subject to a fuzzy convolution model, which consists of \( p \) FIs as shown in (2).

In (9), the control policy, \( \Delta u(n+i), i = 1, 2, \ldots, N_u \), can be developed by first generating \( p \) sets of local control policies, \( \Delta u^j(n+i), i = 1, 2, \ldots, N_u, j = 1, 2, \ldots, p \), where \( p \) is the total number of subsystems. The weighted sum of the local control policies gives the overall control policy. That is

\[
\Delta u(n+i) = \sum_{j=1}^{p} \omega^i_j \Delta u^j(n+i).
\]

In the above equation, the weight for the \( j \)th control action is the same as that for the \( j \)th submodel. This is reasonable since the contribution of the output estimated by the \( j \)th FI to the overall process evaluation should be considered the same as that by the \( j \)th local control action to the overall system controller. Substituting (5) and (10) into (9) yields

\[
J(n) = \sum_{i=1}^{N_u} \mu_i \left( \sum_{j=1}^{p} (\omega^i_j (\hat{y}^i(n+i) - y^i(n+i))) \right)^2
\]

\[
+ \sum_{i=1}^{N_u} \lambda_i \left( \sum_{j=1}^{p} \omega^i_j \Delta u^j(n+i) \right)^2.
\]

The minimization of this objective function requires extensive computational effort since various interactions among subsystems exist. To simplify the computation, an alternative objective function is proposed as a satisfactory approximation of (11).
According to the Cauchy inequality, the following relationships hold:

\[
\left( \sum_{j=1}^{p} \omega^j (\hat{y}^j(n+i) - y^j(n+i))^2 \right)^2 \leq p \sum_{j=1}^{p} (\omega^j (\hat{y}^j(n+i) - y^j(n+i))^2)^2 \quad (12)
\]

\[
\left( \sum_{j=1}^{p} \omega^j \Delta u^j(n+i) \right)^2 \leq p \sum_{j=1}^{p} (\omega^j \Delta u^j(n+i))^2. \quad (13)
\]

The inequalities show that the sum of the weighted squared errors can be the basis for establishing an upper bound of the original objective function. This allows us to define the following alternative objective function:

\[
\hat{J}(n) = \sum_{i=1}^{N_y} \sum_{j=1}^{p} \mu^i (\omega^j (\hat{y}^j(n+i) - y^j(n+i))^2 + \sum_{i=1}^{N_y} \nu_i (\omega^j \Delta u^j(n+i))^2. \quad (14)
\]

Note that \( p \hat{J}(n) \) is greater than \( J(n) \). However, the nature of minimization of \( \hat{J}(n) \) is the same as that of \( J(n) \). For simplicity, \( \hat{J}(n) \) is used as the objective function in the succeeding text. Equivalently, it can be also written as

\[
\hat{J}(n) = \sum_{j=1}^{p} \left( \omega^j \right)^2 \left( \sum_{i=1}^{N_y} \mu^i (\hat{y}^j(n+i) - y^j(n+i))^2 + \sum_{i=1}^{N_y} \nu_i (\omega^j \Delta u^j(n+i))^2 \right) \quad (15)
\]

or, more clearly, the optimization problem can be defined as

\[
\min_{\Delta u(n), \Delta u(n+1), \ldots, \Delta u(n+N_u)} \hat{J}(n) = \min_{\Delta u(n), \Delta u(n+1), \ldots, \Delta u(n+N_u)} \sum_{j=1}^{p} (\omega^j)^2 \hat{J}^j(n) \quad (16)
\]

where

\[
\hat{J}^j(n) = \sum_{i=1}^{N_y} \mu^i (\hat{y}^j(n+i) - y^j(n+i))^2 + \sum_{i=1}^{N_y} \nu_i (\Delta u^j(n+i))^2. \quad (17)
\]

Note that the difference between the two objective functions (16) and (9) will vanish as \( J(n) \) approaches zero after optimization. This means that the output should have a perfect tracking of a reference trajectory by strong control actions, whenever necessary. Using the alternative objective function in (16), we can derive a controller by a hierarchical control design approach.

B. Hierarchical Control Design

By using the basic concept of decomposition-coordination in a large-scale system theory [7], the controller design can be accomplished through a two-layer iterative design process. The whole design is decomposed into the derivation of \( p \) local controllers. The subsystems regulated by those local controllers will be coordinated to derive a globally optimal control policy.

1) Lower Layer Design: All \( p \) subsystems need be considered in the lower layer. For the \( j \)th subsystem, the optimization problem is defined as follows:

\[
\min_{\Delta u^j(n+1), \Delta u^j(n+2), \ldots, \Delta u^j(n+N_u)} J^j(n) \quad (18)
\]

subject to

\[
R^j; \text{IF} \; y(n+k-1) \text{is} \; A^j_k; y(n+k-2) \text{is} \; A^j_{k-1} \text{and} \; u(n+k-1) \text{is} \; B^j_k; u(n+k-2) \text{is} \; B^j_{k-1} \text{\ THEN} \; \hat{y}^j(n+k) = y^j(n+k-1) + \sum_{i=1}^{T} h^j_i \Delta u(n+k-i) + e^j(n+k-1) \quad (19)
\]

where \( e^j(n+k-1) \) serves for system coordination; it is determined at the upper layer. The information to be transmitted to the upper layer is included in the following set:

\[
S^j_{L \rightarrow U} = \{ \hat{y}^j(n+i), \Delta u^j(n+l) \mid i = 1, 2, \ldots, N_y; \ l = 1, 2, \ldots, N_u \}. \quad (20)
\]

2) Upper Layer Design: The upper layer coordination targets the identification of globally optimal control policies through coordinating \( \varepsilon^j(n+k) \) for each of the \( p \) local subsystems. Thus, the objective function in this layer can be defined as

\[
\min_{\varepsilon(n), \varepsilon(n+1), \ldots, \varepsilon(n+N_y)} \hat{J}(n), \quad (21)
\]

Note that \( \varepsilon(n) \) in (21) is a vector, where each element is the difference of \( y(n) \) and \( y^j(n) \). The minimization is accomplished by identifying error variable \( \varepsilon^j(n+k-1) \), which forms the following set for each subsystem

\[
S^j_{U \rightarrow L} = \{ \varepsilon^j(n+k-1) \mid k = 1, 2, \ldots, N_y \}. \quad (22)
\]

3) System Coordination: Fig. 1 shows a two-layer structure for the fuzzy model-based system coordination. From the lower layer, the local information of output and control in \( p \) sets of \( S^j_{L \rightarrow U} \) is transmitted to the upper layer. At the upper layer, the error variables \( \varepsilon^j(n+k-1), k = 1, 2, \ldots, N_y; j = 1, 2, \ldots, p \) are evaluated as

\[
\varepsilon^j(n+k-1) = y(n+k-1) - y^j(n+k-1). \quad (23)
\]
These values will be compared with those for the same error variables calculated in the last iteration, say $e_j(n + k - 1)$. If the smallest tolerable error is termed $\zeta$ and

$$\sum_{j=1}^{p} \sum_{k=1}^{N_y} |e_j(n + k - 1) - e_j(n + k - 1)| > \zeta \tag{24}$$

then the control policies are not optimal and need be modified at the local layer. This can be accomplished in a new iterative process by sending down the set $\Delta U^i_{l}(n)$ for each subsystem. If the inequality in (24) does not hold, then the control policies are satisfactory, the predicted output values are reliable, and the coordination process is finished.

4) Localized Controller Design: At the lower layer, the task is to identify optimal local control policies and output estimations by all FIs. For clarity, the objective function defined in (17) can be rewritten in a matrix form as follows:

$$J^i(n) = (\hat{Y}^i(n) - Y^i(n))^T W^i_1 (\hat{Y}^i(n) - Y^i(n)) + (\Delta U^i_+(n))^T W^i_2 (\Delta U^i_+(n)) \tag{25}$$

where

$$\hat{Y}^i_+(n) = (\hat{y}_1(n+1) \ldots \hat{y}_{N_y}(n+1))^T \tag{26}$$

$$\hat{Y}^i_-(n) = (\hat{y}_1(n+1) \ldots \hat{y}_{N_y}(n+1))^T \tag{27}$$

$$\Delta U^i_+(n) = (\Delta \hat{u}_1(n+1) \ldots \Delta \hat{u}_{N_u}(n+1))^T \tag{28}$$

$$W^i_1 = \text{diag}\{\mu^i_1, \mu^i_2, \ldots, \mu^i_{N_y}\} \tag{29}$$

$$W^i_2 = \text{diag}\{\iota^i_1, \iota^i_2, \ldots, \iota^i_{N_u}\} \tag{30}$$

The $N_y$-step prediction of the output by the $j$th FI can be derived from (19). These predictions can be expressed in a matrix form

$$\hat{Y}^i_k(n) = A^i \Delta U^i_+(n) + Y(n) + P^i(n) + E^i_k(n) \tag{31}$$

where

$$A^i = \begin{pmatrix} a^i_1 & 0 & 0 & \cdots & 0 \\ a^i_2 & a^i_1 & 0 & \cdots & 0 \\ a^i_3 & a^i_2 & a^i_1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a^i_{N_y} & a^i_{N_y-1} & a^i_{N_y-2} & \cdots & a^i_{N_y-N_u+1} \end{pmatrix} \tag{32}$$

$$\hat{y}^i_j(n) = \gamma(n) y(n) \ldots y(n) \tag{33}$$

$$P^i(n) = (P^i_1(n) P^i_2(n) \ldots P^i_{N_y}(n))^T \tag{34}$$

$$E^i_k(n) = \begin{pmatrix} 0 & \sum_{k=1}^{N_y} e^i(n+k) \end{pmatrix}^T \tag{35}$$

$$P^i(n) = \sum_{k=1}^{T} h^i_k \Delta u(n + l - k) \tag{36}$$

$$W^i_1 = \text{diag}\{\mu^i_1, \mu^i_2, \ldots, \mu^i_{N_y}\} \tag{37}$$
The resulting control policy for the jth subsystem can be derived as

\[ \dot{y}^j(n) = (\Delta U^j_{+}(n))^T \left( A^j^T W^j I_A + W^j I_Z \right) \Delta U^j_{+}(n) \]

\[ + (\Delta U^j_{+}(n))^T A^j^T W^j I_Z \dot{y}^j(n) \]

\[ + (Z^j(n))^T W^j I_A \Delta U^j_{+}(n) \]

\[ + (Z^j(n))^T W^j I_Z \dot{Z}^j(n) \]  

(38)

where

\[ Z^j(n) = Y(n) - Y^T(n) + P^j(n) + E^j_{+}(n). \]  

Minimizing (38) yields

\[ \frac{\partial \dot{y}^j(n)}{\partial \Delta U^j_{+}(n)} = 2 \left( A^j^T W^j I_A + W^j I_Z \right) \Delta U^j_{+}(n) \]

\[ + 2A^j^T W^j I_Z \dot{Z}^j(n) = 0. \]  

(40)

Then, the control law by the jth FI can be identified as

\[ (\Delta U^j_{+}(n))^* = -K^j Z^j(n) \]  

(41)

where \( K^j \) is the feedback gain matrix for the jth subsystem; it can be derived as

\[ K^j = \left( A^j^T W^j I_A + W^j I_Z \right)^{-1} A^j^T W^j I_Z. \]  

(42)

5) Global Control Policy: As the optimal local control policies at the lower layer are identified through optimization, the optimal global control policies can be accordingly derived at the upper layer. That is

\[ \Delta U_{+}(n) = (\Delta u(n+1) \Delta u(n+2) \ldots \Delta u(n+N_y))^T \]  

(43)

where \( \Delta u(n+i) \) is evaluated by (10).

C. Implementation Procedure for Fuzzy MPC

Based on the definition of the two-layer optimization problems and the computational mechanism of identifying optimal control policies, a procedure is introduced to implement the hierarchical control algorithm.

Step 1) Set the error variables \( e^j(n+k-1), k = 1,2,\ldots,N_y; j = 1,2,\ldots,p \) to zero at the upper layer and send the sets \( S^j_{L=L} \) down to the corresponding subsystems at the lower layer. This initial setting comes from the consideration of zero bias between \( y^j(n+k-1) \) and \( y(n+k-1), k = 1,2,\ldots,N_y. \)

Step 2) Determine the \( N_u \)-step control policy \( \Delta u^j(n+k-1), k = 1,2,\ldots,N_u \) and estimate the \( N_y \) steps of output \( y^j(n+k-1), k = 1,2,\ldots,N_y \) for all \( p \) subsystems based on their FIs at the lower layer. In this determination process, \( e^j(n+k-1), k = 1,2,\ldots,N_y; j = 1,2,\ldots,p \) are fixed. The local optimal output and control values form the set \( S^j_{L=L} \), which is transmitted to the upper layer.

Step 3) Calculate new \( y(n+k-1), k = 1,2,\ldots,N_y \), based on (5) and (6) and, further, calculate the new errors \( e^j(n+k-1), j = 1,2,\ldots,p \) between the currently estimated output and the one estimated in the last time, according to (23).

Step 4) Examine the total error \( \epsilon_{tot} \) of all \( p \) subsystems

\[ \epsilon_{tot} = \sum_{j=1}^{p} \sum_{k=1}^{N_y} |e^j(n+k-1) - e^j(n+k-1)|. \]  

(44)

Step 5) If \( \epsilon_{tot} > \zeta \) (a prespecified error tolerance), then let

\[ e^j(n+k-1) = e^j(n+k-1), \]

\[ k = 1,2,\ldots,N_y; j = 1,2,\ldots,p \]  

(45)

and establish the new sets \( S^j_{L=L}, j = 1,2,\ldots,p \). These sets should be sent down to all subsystems. Then go to Step 2.

Step 6) If \( \epsilon_{tot} \leq \zeta \), then an optimal control policy \( \Delta U_{+}(n) \) and system output \( Y_{+}(n) \) can be evaluated as

\[ \Delta U_{+}(n) = \left( \sum_{j=1}^{p} \omega^j I_u^j(n+1) \sum_{j=1}^{p} \omega^j I_u^j(n+2) \ldots \right)^T \]

\[ \left( \sum_{j=1}^{p} \omega^j I_u^j(n+N_y) \right)^T \]  

(46)

\[ Y_{+}(n) = \left( \sum_{j=1}^{p} \omega^j y^j(n+1) \sum_{j=1}^{p} \omega^j y^j(n+2) \ldots \right)^T \]

\[ \left( \sum_{j=1}^{p} \omega^j y^j(n+N_y) \right)^T \]  

(47)

Note that the first step of the derived optimal control policy, i.e., \( \sum_{j=1}^{p} \omega^j I_u^j(n+1) \), is the output of the controller. All other steps of the control policy are used to predict future outputs. Also note that the superscript ‘T’ is a transpose operator, not the model horizon.

IV. PARAMETER TUNING

In controller design, the difficulty encountered is how to quickly minimize the upper bound of the objective function so that the control actions can force the process to track a specified trajectory as close as possible. Like the design of a regular MPC, the parameters to be tuned in the FMPC include model horizon, control horizon, prediction horizon, and weighting factors \( W^j_1 \) and \( W^j_2, j = 1,2,\ldots,p \).

So far, there has been no rigorous solution to the selection of optimal model horizon \( T' \), control horizon \( V' \), and prediction horizon \( U \) for MPC design. In this work, a number of rules of thumb are used to select three horizons [13]. In this work, \( T \) is selected so that \( T \Delta t \geq \) open-loop settling time, which is equal to the time for the open-loop step response to be 99% complete. Note that increasing \( V \) results in a more conservative control action that has a stabilizing effect but also increases the computational effort. On the other hand, \( U \) is the number of future control actions that are calculated in the optimization step to reduce the predicted errors. The computational effort increases as \( U \) is
increased. A smaller value of $U$ leads to a robust controller that is relatively insensitive to model errors. Tradeoff must be taken in selecting $V$ and $U$ based on dynamic responses and computational errors. Computational time is actually not a problem. This fuzzy logic-based MPC design avoids considerably computational burden caused by traditionally used highly nonlinear models and nonlinear optimization.

The ranges of weighting factors $W_1$ and $W_2$ can be very wide. There have been no systematic and rigorous approaches available for optimally determining these factors. In this work, a heuristic approach is proposed. The basic idea of the approach is delineated below.

For the system being decomposed into $p$ subsystems, there are $2p$ weighting factors to be determined. For any subsystem $j$, the importance is not the magnitudes of $W_1^j$ and $W_2^j$, but their relative magnitudes. Thus, to simplify their selection, we can set all $W_1^j, j = 1, 2, \ldots, p$, to the same, say $W_1$.

The remaining $p$ weighting factors ($W_2^j$) should be determined independently through optimizing each subsystem. These factors need be retuned when a global system optimization is considered. This can be a time-consuming task because there is no systematic approach to follow. There is no guarantee that a solution with the total tolerable errors less than $\zeta$ is globally optimal by this approach [referred to (24)].

A systematic three-step procedure is proposed for tuning weighting factors. The change of $W_2$ value gradually will help identify better solutions, but still not guarantee the global optimality. Alternatively, the tuning can be accomplished by initially setting all $W_2^j$ to the same, say $W_2$ which is equal to $\max\{W_2^j | i = 1, 2, \ldots, p\}$. Then $W_2$ is gradually reduced during global optimization. Therefore, we propose the following three-step procedure to tune the weighting factors.

Step 1) Select a value for $W_1$ and assign it to all $p$ local controllers. Then, determine $W_2^j$ independently for each local controller in order to minimize the objective function for that subsystem.

Step 2) Identify the largest $W_2^j$ that is denoted as $W_2$. Then, assign $W_2$ to all $p$ subsystems.

Step 3) Examine the system’s closed-loop dynamic performance. If not satisfied, then reduce the value of $W_2$ gradually until the most desirable dynamic performance is identified.

**V. CASE STUDIES**

Three highly nonlinear systems are selected for studying the proposed design approach. The first system is modeled by two FIs. The second system’s input–output data contains various noises. A fuzzy convolution model consisting of three FIs is developed. The third example is about the control of a continuous-stirred tank reactor (CSTR), which was studied by [9]. Fuzzy model predictive controllers are designed to realize closed-loop control for all these systems.

**Example 1:**

a) **Process modeling:** The process demonstrates nonlinear behavior in responding to a unit step change (Fig. 2, solid
The system responds nearly exponentially, although quite slowly, during the first 1.1 min. The output is then increased quickly until $t = 2.8$ min, where the response becomes sluggish. For this system, a simple fuzzy convolution model consisting of two FIs ($R^1$ and $R^2$) is developed as follows:

$$R^1: \text{IF } y(n) \text{ is } A^1$$
$$\quad \text{ THEN } y^1(n+1) = y(n) + \sum_{i=1}^{70} h^1_i u(n+i) \quad (48)$$

$$R^2: \text{IF } y(n) \text{ is } A^2$$
$$\quad \text{ THEN } y^2(n+1) = y(n) + \sum_{i=1}^{70} h^2_i u(n+i) \quad (49)$$

The fuzzy sets $A^1$ and $A^2$ in the FIs are defined in Fig. 3. The coefficients $h^1_i, i = 1, 2, \ldots, 70; j = 1, 2$ of the two FIs are listed in Table I. The model horizon is set to 70. Note that when $y^1(n+1)$, for instance, is evaluated by $R^2$, $y(n)$ rather than $y^2(n)$ is used. This is more desirable since $y^2(n)$ reflects an error correction based on both $y^1(n)$ and $y^2(n)$ in the $n$th step.

b) Controller design: In designing the FMPC controller, predictive horizon and control horizon are set to three and two, respectively. Weighting factors are selected as follows:

$$W^1_1 = \text{diag} \{20, 20, 10\}$$
$$W^2_2 = \text{diag} \{25, 25\}. \quad (50)$$

The two local controllers are synthesized and the feedback gain matrices are

$$K^1 = \begin{bmatrix} 0.1324 & 0.2141 & 0.1478 \\ -0.0150 & 0.1239 & 0.1114 \end{bmatrix} \quad (52)$$
$$K^2 = \begin{bmatrix} 0.0323 & 0.2775 & 0.0828 \\ -0.0345 & -0.2328 & 0.2177 \end{bmatrix}. \quad (53)$$

c) Simulation: System simulation is conducted to study how the change of the weighting factors and the selection of reference trajectories affect the system’s dynamic performance.

### Table I

<table>
<thead>
<tr>
<th>No.</th>
<th>$h^1_i$</th>
<th>$h^2_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2000</td>
<td>0.2000</td>
</tr>
<tr>
<td>2</td>
<td>0.1460</td>
<td>1.7320</td>
</tr>
<tr>
<td>3</td>
<td>0.1398</td>
<td>1.1551</td>
</tr>
<tr>
<td>4</td>
<td>0.1329</td>
<td>0.8663</td>
</tr>
<tr>
<td>5</td>
<td>0.1264</td>
<td>0.6411</td>
</tr>
<tr>
<td>6</td>
<td>0.1202</td>
<td>0.4751</td>
</tr>
<tr>
<td>7</td>
<td>0.1143</td>
<td>0.3520</td>
</tr>
<tr>
<td>8</td>
<td>0.1087</td>
<td>0.2608</td>
</tr>
<tr>
<td>9</td>
<td>0.1024</td>
<td>0.1933</td>
</tr>
<tr>
<td>10</td>
<td>0.0983</td>
<td>0.1432</td>
</tr>
<tr>
<td>11</td>
<td>0.0935</td>
<td>0.1061</td>
</tr>
<tr>
<td>12</td>
<td>0.0889</td>
<td>0.0786</td>
</tr>
<tr>
<td>13</td>
<td>0.0846</td>
<td>0.0583</td>
</tr>
<tr>
<td>14</td>
<td>0.0804</td>
<td>0.0452</td>
</tr>
<tr>
<td>15</td>
<td>0.0765</td>
<td>0.0320</td>
</tr>
<tr>
<td>16</td>
<td>0.0728</td>
<td>0.0237</td>
</tr>
<tr>
<td>17</td>
<td>0.0692</td>
<td>0.0176</td>
</tr>
<tr>
<td>18</td>
<td>0.0658</td>
<td>0.0130</td>
</tr>
<tr>
<td>19</td>
<td>0.0626</td>
<td>0.0096</td>
</tr>
<tr>
<td>20</td>
<td>0.0595</td>
<td>0.0071</td>
</tr>
<tr>
<td>21</td>
<td>0.0566</td>
<td>0.0053</td>
</tr>
<tr>
<td>22</td>
<td>0.0538</td>
<td>0.0039</td>
</tr>
<tr>
<td>23</td>
<td>0.0512</td>
<td>0.0029</td>
</tr>
<tr>
<td>24</td>
<td>0.0487</td>
<td>0.0022</td>
</tr>
<tr>
<td>25</td>
<td>0.0463</td>
<td>0.0016</td>
</tr>
<tr>
<td>26</td>
<td>0.0440</td>
<td>0.0012</td>
</tr>
<tr>
<td>27</td>
<td>0.0419</td>
<td>0.0009</td>
</tr>
<tr>
<td>28</td>
<td>0.0398</td>
<td>0.0006</td>
</tr>
<tr>
<td>29</td>
<td>0.0379</td>
<td>0.0005</td>
</tr>
<tr>
<td>30</td>
<td>0.0360</td>
<td>0.0004</td>
</tr>
<tr>
<td>31</td>
<td>0.0343</td>
<td>0.0003</td>
</tr>
<tr>
<td>32</td>
<td>0.0326</td>
<td>0.0002</td>
</tr>
<tr>
<td>33</td>
<td>0.0310</td>
<td>0.0001</td>
</tr>
<tr>
<td>34</td>
<td>0.0295</td>
<td>0.0001</td>
</tr>
<tr>
<td>35</td>
<td>0.0280</td>
<td>0.0001</td>
</tr>
</tbody>
</table>
and to compare the dynamic responses by the FMPC and a conventional MPC.

It is known that in designing a model predictive controller, the reference trajectory $Y^r(n)$ should be adjustable according to the control requirement [14]. In this case, a first-order response is selected as the reference trajectory which is described as

$$y^r(t) = y^{\text{SP}} \left(1 - e^{-\frac{t}{\tau}}\right)$$  \hspace{1cm} (54)

where $y^{\text{SP}}$ is the magnitude of a step change; $\tau$ is the time constant which is the only adjustable parameter. In this case, $y^{\text{SP}}$ is equal to one, and $\tau$ is set to 2.5 (Case I) and 0.5 (Case II). Fig. 4 gives the structure of the FMPC controller. Note that all local controllers will be used all the time. This means that there is no switch from one local controller to the other in operation. As shown in (5), the system output $y(n+1)$ is inferred as a weighted average value of the outputs of all subsystems. On the other hand, the overall control policy to the process under control is the weighted sum of all local control policies, as shown in (10). This kind of design not only eliminates the controller switch problem and thus possible system instability, but also provides a much more smooth control performance in process operation. Fig. 5 provides the closed-loop dynamic response of the system under different values of $\tau$, which shows how a speedy response can be adjusted.

Fig. 6 gives the comparison of the closed-loop dynamic performance of the system when parameter matrix $W_2$ is set differently. In this case, $\tau$ is maintained at 2.5. The dynamic response with the smallest norm of $W_2$ (Case III) is the most desirable. If the norm is reduced further, the response will become worse due to the appearance of oscillation (not plotted in the figure).

To demonstrate the superiority of the FMPC design methodology, we also conducted a series of simulations by using an optimally designed conventional MPC. Fig. 7 illustrates the different control qualities of the system when FMPC and MPC are both optimally designed (with different $W_2$). In this example, the FMPC demonstrates a much better control performance.

**Example 2:**

a) **Process modeling:** The open-loop dynamic response of the system is shown in Fig. 8, where large noise exists. A fuzzy dynamic model containing three FIs is developed as follows:

$$R^1: \text{IF } y(n) \text{ is } B^1$$

THEN $y^1(n+1) = y(n) + \sum_{i=1}^{80} h^{1,i} u(n+1-i)$  \hspace{1cm} (55)

$$R^2: \text{IF } y(n) \text{ is } B^2$$

THEN $y^2(n+1) = y(n) + \sum_{i=1}^{80} h^{2,i} u(n+1-i)$  \hspace{1cm} (56)

$$R^3: \text{IF } y(n) \text{ is } B^3$$

THEN $y^3(n+1) = y(n) + \sum_{i=1}^{80} h^{3,i} u(n+1-i)$  \hspace{1cm} (57)

Fuzzy sets $B^i, i = 1, 2, 3$ are defined in Fig. 9. The model horizon is set to 80. The coefficients $h^{j,i}, i = 1, 2, \ldots, 80, j = 0, 1, 2, \ldots, 80$.
1,2,3 of the three FIs are derived in Table II. The system dynamics derived by the model is depicted in Fig. 8 (see the smooth curve).

b) Controller design: In designing an FMPC controller, predictive horizon and control horizons are set to three and two, respectively. Weighting factors are selected below:

$$W_1^f = \text{diag}(20, 20, 10)$$  \hspace{1cm}  (58)
$$W_2^f = \text{diag}(65, 65).$$  \hspace{1cm}  (59)

The three local controllers are synthesized. Their feedback gain matrices are obtained as follows:

$$K^1 = \begin{bmatrix} 0.1016 & 0.1514 & 0.1021 \\ -0.0071 & 0.0982 & 0.0777 \end{bmatrix}$$  \hspace{1cm}  (60)
$$K^2 = \begin{bmatrix} 0.0307 & 0.2447 & 0.1025 \\ -0.0257 & -0.1454 & 0.1748 \end{bmatrix}$$  \hspace{1cm}  (61)
$$K^3 = \begin{bmatrix} 0.0773 & 0.2205 & 0.1625 \\ -0.0161 & -0.0333 & 0.1179 \end{bmatrix}. $$  \hspace{1cm}  (62)

c) Simulation: Fig. 10 depicts the dynamic responses in different values of $W_2$ when $\tau$ for the reference trajectory is set to 0.88. When $W_2$ is equal to $\text{diag}(25, 25)$, the dynamic response is the most desirable (Case I). As a comparison, the dynamic response under a smaller norm of $W_2$ (Case II) is plotted in the same figure. In this case, the closed-loop response becomes unstable. It should be pointed out that the unstable stage does not happen in other two examples. The number of trials for a satisfactory $W_2$ cannot be determined prior to looking at system dynamics.

The designed controller can also properly control the system when different set point changes occur. Fig. 11 demonstrates the closed-loop dynamic responses using four different set point
changes (\(y^p = 3, 5, 6, 10, \text{ and } 12\)), all yielding satisfactory performance.

1) Example 3—Control of a continuous-stirred tank reactor (CSTR): [9] studied the control of a highly nonlinear CSTR process, which is very common in chemical and petrochemical plants. The control problem is selected here for testing the FMPC approach. In the process, an irreversible, exothermic reaction \(A \rightarrow B\) occurs in a constant volume reactor that is cooled by a single coolant stream. The process is modeled by the following equations [9]:

\[
\frac{dC_A(t + d)}{dt} = \frac{q(t)}{V}(C_{A0}(t) - C_A(t + d)) - k_0 C_A(t + d) \times \exp\left(\frac{-E}{RT(t)}\right)
\]

The objective of the design is to control the measured concentration of \(A, C_A(t)\) by manipulating coolant flow rate \(q_c(t)\). The nominal parameter values of the process appear in Table III.

b) Fuzzy modeling: In our study, the above rigorous model is used to generate a series of input–output time-series

<table>
<thead>
<tr>
<th>No.</th>
<th>(h_1^j)</th>
<th>(h_2^j)</th>
<th>(h_3^j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2000</td>
<td>0.2000</td>
<td>0.2000</td>
</tr>
<tr>
<td>2</td>
<td>0.1120</td>
<td>1.5620</td>
<td>0.4120</td>
</tr>
<tr>
<td>3</td>
<td>0.1115</td>
<td>1.0469</td>
<td>0.3577</td>
</tr>
<tr>
<td>4</td>
<td>0.1093</td>
<td>0.8159</td>
<td>0.3392</td>
</tr>
<tr>
<td>5</td>
<td>0.1072</td>
<td>0.6223</td>
<td>0.3177</td>
</tr>
<tr>
<td>6</td>
<td>0.1051</td>
<td>0.4760</td>
<td>0.2980</td>
</tr>
<tr>
<td>7</td>
<td>0.1030</td>
<td>0.3639</td>
<td>0.2795</td>
</tr>
<tr>
<td>8</td>
<td>0.1010</td>
<td>0.2783</td>
<td>0.2622</td>
</tr>
<tr>
<td>9</td>
<td>0.0990</td>
<td>0.2128</td>
<td>0.2459</td>
</tr>
<tr>
<td>10</td>
<td>0.0971</td>
<td>0.1627</td>
<td>0.2306</td>
</tr>
<tr>
<td>11</td>
<td>0.0952</td>
<td>0.1244</td>
<td>0.2163</td>
</tr>
<tr>
<td>12</td>
<td>0.0933</td>
<td>0.0951</td>
<td>0.2029</td>
</tr>
<tr>
<td>13</td>
<td>0.0915</td>
<td>0.0727</td>
<td>0.1903</td>
</tr>
<tr>
<td>14</td>
<td>0.0897</td>
<td>0.0556</td>
<td>0.1785</td>
</tr>
<tr>
<td>15</td>
<td>0.0879</td>
<td>0.0425</td>
<td>0.1674</td>
</tr>
<tr>
<td>16</td>
<td>0.0862</td>
<td>0.0325</td>
<td>0.1570</td>
</tr>
<tr>
<td>17</td>
<td>0.0845</td>
<td>0.0249</td>
<td>0.1473</td>
</tr>
<tr>
<td>18</td>
<td>0.0828</td>
<td>0.0190</td>
<td>0.1381</td>
</tr>
<tr>
<td>19</td>
<td>0.0812</td>
<td>0.0145</td>
<td>0.1296</td>
</tr>
<tr>
<td>20</td>
<td>0.0796</td>
<td>0.0111</td>
<td>0.1215</td>
</tr>
<tr>
<td>21</td>
<td>0.0781</td>
<td>0.0085</td>
<td>0.1140</td>
</tr>
<tr>
<td>22</td>
<td>0.0765</td>
<td>0.0065</td>
<td>0.1069</td>
</tr>
<tr>
<td>23</td>
<td>0.0750</td>
<td>0.0050</td>
<td>0.1003</td>
</tr>
<tr>
<td>24</td>
<td>0.0736</td>
<td>0.0038</td>
<td>0.0941</td>
</tr>
<tr>
<td>25</td>
<td>0.0721</td>
<td>0.0029</td>
<td>0.0882</td>
</tr>
<tr>
<td>26</td>
<td>0.0707</td>
<td>0.0022</td>
<td>0.0827</td>
</tr>
<tr>
<td>27</td>
<td>0.0693</td>
<td>0.0017</td>
<td>0.0776</td>
</tr>
<tr>
<td>28</td>
<td>0.0680</td>
<td>0.0013</td>
<td>0.0728</td>
</tr>
<tr>
<td>29</td>
<td>0.0666</td>
<td>0.0010</td>
<td>0.0683</td>
</tr>
<tr>
<td>30</td>
<td>0.0653</td>
<td>0.0008</td>
<td>0.0640</td>
</tr>
<tr>
<td>31</td>
<td>0.0640</td>
<td>0.0006</td>
<td>0.0601</td>
</tr>
<tr>
<td>32</td>
<td>0.0628</td>
<td>0.0004</td>
<td>0.0563</td>
</tr>
<tr>
<td>33</td>
<td>0.0616</td>
<td>0.0003</td>
<td>0.0528</td>
</tr>
<tr>
<td>34</td>
<td>0.0604</td>
<td>0.0003</td>
<td>0.0496</td>
</tr>
<tr>
<td>35</td>
<td>0.0592</td>
<td>0.0002</td>
<td>0.0465</td>
</tr>
<tr>
<td>36</td>
<td>0.0580</td>
<td>0.0002</td>
<td>0.0436</td>
</tr>
<tr>
<td>37</td>
<td>0.0569</td>
<td>0.0001</td>
<td>0.0409</td>
</tr>
<tr>
<td>38</td>
<td>0.0558</td>
<td>0.0001</td>
<td>0.0384</td>
</tr>
<tr>
<td>39</td>
<td>0.0547</td>
<td>0.0001</td>
<td>0.0360</td>
</tr>
<tr>
<td>40</td>
<td>0.0536</td>
<td>0.0001</td>
<td>0.0357</td>
</tr>
</tbody>
</table>
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Fig. 10. Closed-loop dynamic responses of the system using the same $W_1 = \text{diag}(20, 20, 10)$ and the different $W_2$ when $\tau = 0.88$.

Fig. 11. Closed-loop dynamic responses under different set point change ($y^{sp}$) when $W_1 = \text{diag}(20, 20, 10)$ and $W_2 = \text{diag}(25, 25)$ and $\tau = 0.88$.

data. The sampling time of the process measurements is set to 0.083 min (5 s). The data is then used to develop a fuzzy convolution model as follows:

$$R^2: \text{IF } q_c(n) \text{ is } Q^2$$
$$\text{THEN } C_A(n+1)$$
$$= C_A(n-1) + \sum_{i=1}^{100} h_i^2 q_c(n-i+1).$$

The fuzzy model is structurally very simple, which requires only two FIs. The fuzzy sets $Q^1$ and $Q^2$ in the model are defined in Fig. 12. The open-loop response with various step changes in the coolant flow rate shows that the fuzzy convolution model can nearly perfectly describe the process dynamic behavior (Fig. 13). It also indicates that the process is indeed highly nonlinear. For each FI, the model horizon based on the impulse responses is set to 100 to ensure the completion of the dynamic response.

c) Controller Design: According to the FMPC controller design approach, each FI defines a subsystem. A localized controller need be designed for each subsystem. In design, the predictive horizon and control horizon are set to eight and five, respectively. The weighting factors in $\Delta K$ are all 20 000 on the diagonal, and those in $\Delta N$ are all 6.658 also on the diagonal.

The feedback gain matrices of the two local controller are listed in (67) and (68), shown at the bottom of the next page.

d) Simulation: A series of simulations are conducted to examine the control quality by the FMPC controller. In testing the set point tracking capability, the set point of $C_A$ was changed from the nominal operating point 0.1 mol/l to 0.135, to 0.12, to 0.105, and then to 0.09 (see the dash line in Fig. 14). The
dynamic response of the system is depicted in the same figure. Apparently, the control dynamics is as good as [9].

Fig. 15 illustrates the disturbance rejection performance of the FMPC controller. In simulation, the disturbances of the feed concentration ($C_{A0}$) and the coolant temperature ($T_{c0}$) are added to the system. The feed concentration changes from 0.1 mol/l to 0.095 at 1 min, and back to 0.1 at 7 min. The coolant temperature is decreased by 10°C at 18.5 min and gets back to the nominal value at 28 min. The dynamic response in the figure shows that the FMPC system has a strong disturbance rejection capability.

VI. CONCLUDING REMARKS

A highly nonlinear system can be modeled by Takagi–Sugeno’s fuzzy modeling methodology. If the model is de-
developed using impulse signal, the resultant one is a fuzzy convolution model. With this type of model, a novel FMPC methodology is developed in this paper. By this methodology, a controller is designed through a hierarchical control design, which can readily identify a near optimal system structure and parameters. The approach effectively avoids extensive optimization steps usually encountered in designing a NMPC, while the computational time is nearly negligible. This greatly advances the feasibility of on-line applications.
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